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Abstract

This paper provides a background to the three main approaches to understanding

cognition which have dominated the past century; culminating in an overview of newly

proposed “complex systems” perspective which seems to bridge some of the gaps between

them.

1 COMPUTATIONALISM
Theories of cognition and consciousness have been dominated by the combined forces of

computation and functionalism for most of the last sixty years. The “mind” had long been

thought to be an ethereal realm in which man performed his logical manipulation of facts

but when Alan Turing introduced the world to his Universal Computation Machine (Turing,

1946) the abstraction of this domain from the physical world was demystified. For the first

time, scientists and philosophers were presented with a device capable of the logical

manipulation of symbols within a kind of abstract mathematical domain running parallel to

the physical world. Mind had been reduced and cognition was simply the process of

informational computation.
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The von Neumann architecture of early computers led software engineers and the early

practitioners of this new cognitive philosophy down the path of functionalism. Software had

to be built by nesting logical functions which called upon symbols either held within a

memory or input by some form of electronic sensing device; and philosophy naturally took

the same tack. Pain, happiness, hunger were all reduced to mathematical symbols within a

computational device. All thoughts, ideas and feelings were considered elements of a

hierarchical, functionalistic information processing system (Newell & Simon, 1976).

However, as the functionalistic approach matured during the 1970s it began to show cracks

when placed under scientific and philosophical scrutiny.

Neurologists pointed out that the sequential architecture of the physical computing devices

bared no semblance to the actually physiology of the brain (Crick, 1990). The brain is a

highly distributed parallel processing machine without any discernable functional units such

as a central processing unit or a memory block. Parallel processing simply doesn’t work in

the same functionalistic way as sequential processing. An entirely new kind of software

engineering is required and, so too, an entirely new kind of philosophical counterpart.

Many philosophers argued against the completeness of the functionalistic approach to

consciousness on the grounds of phenomenology; outlined by David Chalmers as “the Hard

Problem” (Chalmers, 1995). John Searle’s infamous Chinese Room questioned the capacity

for a symbol manipulator to “understand” the symbols that it was manipulating (Searle,

1980). Jackson’s colour blind Mary questioned the completeness of physicalistic description

of the world (Jackson, 1986). Functionalism, it seemed, severely neglected the experiential

aspects of consciousness.

However, the greatest damage to the purely computational theory of mind was done by its

most valued ally; Artificial Intelligence herself. In trying to put the theory into practice, it

was soon discovered that symbolic information gathering and manipulation suffered from a

number of intractable flaws. Real-time dynamics (Fodor, 2000), the frame problem

(Pylyshyn, 1987), the symbol grounding problem (Harnad, 1990), and knowledge

acquisition all caused major problems; not just due to engineering constraints, but due to

feasibility issues. The theoretical framework simply wasn’t up to the job.

2 CONNECTIONISM
At around the same time as Turing brought us his computational machine, Frank

Rosenblatt began to sow the first seeds of the connectionist movement with his model of a

perceptron (Rosenblatt, 1958) - later made popular by Marvin Minsky (Minsky M. & Papert

S., 1969). The perceptron is a simplified mathematical model of the mechanisms of a

neuron. It receives a weighted input and when this input reaches a certain action potential
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it fires an output. By creating a large interconnected network of perceptrons we reach the

heart of the connectionist movement – the neural network (Bryson & Ho, 1969).

A neural network is collection of perceptrons connected in layers. The first layer of neurons

receives a weighted input from an external source (e.g. sensory systems). All subsequent

layers receive their inputs from the previous layer until an output layer transmits its signal

to an external source (e.g. motor systems).

A subtle change of the weights within the network will have a subtle change in the

input/output mapping and many algorithms have been devised to allow for the supervised

or unsupervised updating of weights in order to “train” a neural network to perform a

particular function (Gallant, 1990). As such, a connectionists function is processed in

parallel by the entire network and information distributed throughout; unlike

computationalism, where functions were engineered using symbolic representations and

sequential logic.

Cognition, according to a connectionist, is simply the emergent property of a highly

distributed parallel processing system – such as a neural network (Churchland &

Sejnowski, 1992).

3 BEHAVIOURAL DYNAMICS
A third cognitive perspective also began to grow from the 1940s, starting with Norbert

Wiener notions of feedback and homeostasis (Wiener, 1948). These notions, later put

under the banner of the cybernetics movement, were a fundamentally new way of

examining control systems. It was shown that, given feedback, a system that changed

over time could be made to self-regulate – just as a thermostat, given the feedback of

temperature, is able to self-regulate the ambient temperature of your house.

Feedback is now just a small part of a larger mathematical field which studies the way

non-linear systems in general change over time – the field of dynamical systems. Every

dynamical system has a number of variables which change over time (by some

deterministic equation). For example, a pendulum may be considered to be a dynamical

system which has the variables of weight, length of cord, longitude, latitude and height. In

this instance, the weight (w) of the pendulum changes over time with the equation w1 = w0

(in other words, it doesn’t change at all). However, the height of the pendulum might

change at a rate h1 = h0 + sin(x) + … cos(y)2 . In other words, it is entirely possibly to

determine the next value of h by following a simple, deterministic formula. Each and every

possible combination of variables (e.g. w = 1, h = 2, x = 3.332, y = 0.232, l = 0.01) is

called a state of the system; and in a dynamical system, every state will lead

deterministically to another.
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Such deterministic movement from state to state is said to be a trajectory through state

space, and the imaginary diagram of all of these possible trajectories is said to be the

topology of state-space. Within this complex geometric landscape there are troughs and

peaks of varying shape and size, known as attractors, which are important ways of

describing the long-term result of a dynamic system. In the state-space of our pendulum,

for example, there is one single attractor to which all states will eventually lead; the state

of equilibrium - a simple dangling pendulum.

The dynamics systems approach looks at life in the same light; all animals are a kind of

dynamical system flowing deterministically from one state to the next. In fact, according to

Maturana and Varela, a living organism is simply defined as a system whose dynamics are

autopoietic - or self making (Maturana & Varela, 1980). In such living systems, cognition is

the “process” of staying alive; it is the process of life (Maturana & Varela, 1980).

This new view of life and cognition is entirely behavioural, and completely free from

internal representations; a stark difference to the computational method. There are no

symbols being manipulated. There is no logical functionalism. There is just the mechanical

process of staying alive. If an agent looks like a duck, and portrays the dynamical

behaviours of a duck then it is a duck and possesses everything that “it is like to be” a

duck.

A dynamic agent is seen as a continuous flow of sensory motor actions. A living organism’s

many senses are linked through to its motor systems via a complex maze of connections

(its central nervous system). This complex maze (a dynamic system in its own right) ebbs

and flows with respect to the continual and varied waves of stimulation it receives from the

environment; these changes in the dynamic flow of the CNS constitute shifts in cognitive

trajectories through “mind-space”. The environment is, therefore, a key constituent to the

behaviour and cognition of the agent (situatedness), and the agents entire body (its

collection of autopoietic sensory and motor systems) is the coupled “information

processor” (embodiment) (Brooks, 1991a; Brooks 1991b).

The field of Artificial Life (Langton, 1989) is to the dynamic systems approach what

Artificial Intelligence was to the computational model; an engineering discipline attempting

to implement and examine the many facets of the new theoretical framework. ALife

practitioners working with embodied, dynamical agents have produced a wide variety of

interesting behaviours from obstacle avoidance (Braitenberg, 1984; Beer, 1995) to more

complex planning tasks (Floreano & Mondada, 1996). The plasticity of such systems is

remarkable, as is the complete lack of symbolic representation and functional computation.

The agents are simple capable of exhibiting the correct behavioural dynamics.

However, the approach is no panacea. Many philosophers (Kirsch, 1991; Kosslyn, 1980)

are uncomfortable with the dynamicist’s mantra about representational free cognition. For
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example, it seems possible for a person to rotate an imaginary cube inside their head; a

feat which distinctly appears to require the manipulation of an internal representation.

Similarly, there are many tasks that humans, and indeed “lower” animals perform which

require complex planning (Tarsitano & Andrew, 1999).

Once again, neurologists too are beginning to enter the critical debate. Recent work

(Quiroga Kreiman Koch & Fried, 2005) has indicated that our brains do indeed contain

internal representations, of a kind. Using electrical implants positioned within the brains of

seizure patients, they found that some neurons fired only when the patient was presented

with a rather specific visual stimulus (their tests used images of famous faces). One

patient had a particular neuron fire exclusively to images of the actress “Halle Berry”.

Astonishingly, this didn’t just include clear photographs, but included more obscure

images1, pencil-drawn pictures and even just to the written words of her name. “This

neuron is responding to the concept, the abstract entity, of Halle Berry” (Quiroga, 2005).

In fact, a deeper examination of some of the work put forward by dynamicists as examples

of representational free planning (Floreano & Mondada, 1996) actually shows similar

neural correlates. The dynamics systems approach, it seems, is slowly being redefined as a

mere extension of connectionism.

4 COMPLEXITY
A sub-field to the mathematics of dynamic systems is the field of complexity science. In

the early 1990s, a number of pioneering mathematicians began to study the behavioural

patterns of dynamical systems in general and discovered that systems tend to display one

of three types of behaviour - ordered, chaotic or “complex”2 (Wolfram, 1984; Langton,

1990; Wuensche, 1996). The field of complexity was born out of the study of this

sub-domain of “complex” dynamical systems (and its relation to the other sub-domains).

“Complex” systems have one extremely evocative property in relation to our examination

of cognition; they are dynamic systems which show a capacity for emergent computations

(Berlekamp Conway & Guy, 1982; Mitchell Crutchfield & Das, 1997; Mitchell Hraber &

Crutchfield, 1993; Crutchfield & Mitchell, 1995).

A Cellular Automata (CA) is a particularly useful tool for gaining an understanding of

dynamical systems in general and is widely used within the field of complexity science.

John Conway’s, now famous, Game of Life demonstrates quite beautifully this notion of

emergence; simple underlying rules resulting in complex dynamical particles such as

gliders, glider guns and blinkers. In fact, it has been mathematically proven that the

2 When referring to “complex” systems in this sense, it is meant Wolfram Class IV systems

1 Her dressed up as Catwoman, wearing a mask which covered most of her face.
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emergent particles of the Game of Life could be arranged in such a fashion as to act as a

Universal Computation machine (Berlekamp Conway & Guy, 1982).

In 1995, James Crutchfield and Melanie Mitchell, of the Santa Fe Institute, evolved CAs to

perform simple computational tasks and then analysed the emergent particles and the

dynamics of these particles; explaining it in terms of a kind of “particle logic” (Mitchell

Crutchfield & Das, 1997; Mitchell Hraber & Crutchfield, 1993; Crutchfield & Mitchell, 1995).

For the dynamic system to perform any kind of computation, it seemed that it generated a

number of emergent symbols and a logic of symbolic manipulation.

“Dynamics, computation and adaptation are beginning to be viewed in a more unified

framework” (Mitchell, 1998).

Complexity theory is still a fledgling field and the nature of emergence yet to be fully

understood; but the “creation” of these “informational particles” might invoke new and

novel insights into phenomenology of conscious experience.

5 CONCLUSIONS
In studying the various disciplines it has become apparent that distinctions between them

may not be so clean cut after all. A brand of connectionists’ neural network is usually the

tool of choice for the dynamicists and in fact many authors debate whether or not the

distinction between the two fields actually exists (Eliasmith, 1996). Complexity theory, on

the other hand, seems to show how a highly distributed dynamical system can perform a

kind of emergent symbolic computation. In fact, for human cognition in general, it seems

that a distributed, connectionist’s architecture may provide the physical substrate for a

“complex” dynamical system performing emergent computations.

Can our ethereal realm of “mind” be reconsidered as the emergent realm of “particles”? Is

the flow of thought and logic isomorphic to the flow and interaction of these non-physical

particles?
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